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Key points: 23 

• A sigma-coordinate constrained variational analysis method is introduced to account for the effect 24 
of surface terrain 25 

• The slope of terrain monotonically impacts the derived large-scale forcing fields, especially at 26 
lower levels 27 

• The response of shallow-cumulus clouds in LES is nonlinear and dependent on several factors 28 
  29 



Abstract 30 

Surface topography strongly impacts the regional atmospheric circulation dynamically and 31 

thermodynamically. Over the Great Plains in the United States, the gently tilted slope is an 32 

important factor that impacts clouds, convection and regional circulations. This study enhances 33 

an atmospheric constrained variational analysis by using a terrain-following sigma vertical 34 

coordinate and applies to the data collected at the Southern Great Plain (SGP) site of the 35 

Department of Energy (DOE) Atmospheric Radiation Measurement (ARM) program. Sensitivity 36 

studies are performed to examine the impact of the terrain effects on the derived large-scale 37 

atmospheric forcing fields and the simulated shallow-cumulus clouds in large-eddy simulation 38 

(LES) driven by the forcing. We found that the terrain impacts on the large-scale forcing fields 39 

are mainly at lower levels and are strongly controlled by up/downslope winds. The response of 40 

the derived forcing to the slope of the terrain is monotonic, but the response of the simulated 41 

shallow-cumulus clouds is more complex and depends on several factors. Overall, the terrain 42 

impact is small over SGP due to the small slope angle. However, the flat-surface assumption 43 

may cause larger biases in the large-scale forcing fields at locations with steeper terrain. The new 44 

sigma-coordinate algorithm, with its consideration of surface slope, should be more suitable to 45 

derive large-scale objective analysis over regions with steep terrain for application to force 46 

single-column models, cloud resolving models and LES models. 47 

  48 



1. Introduction 49 

Surface topography strongly impacts the regional atmospheric circulation via dynamically forced 50 

upslope or downslope airflow and thermally heated elevated surfaces. Dynamically, the solid 51 

lower-boundary condition forces air flowing upslope/downslope, thus changes the atmospheric 52 

vertical motion and horizontal advections. The terrain-caused ascending motion and cold/moist 53 

advections often initiate clouds and trigger convection when the atmosphere is unstable (e.g., 54 

Banta, 1990; Houze, 2014), and affect the properties of cloud systems such as the fraction of 55 

shallow-cumulus clouds (Rabin & Martin, 1996) and the transition of shallow-to-deep 56 

convection (Panosetti et al., 2016; Tian & Parker, 2003). Thermodynamically, the diurnal 57 

heating and cooling of the terrain slope is an important factor (Holton, 1967) that contributes to 58 

the nocturnal low-level jet (Fast & McCorcle, 1990; Fedorovich et al., 2017; Parish, 2017; Parish 59 

& Oolman, 2010; Shapiro & Fedorovich, 2009; Shapiro et al., 2016), which is further associated 60 

with the initiation of deep convective systems and propagation of mesoscale convective systems 61 

(Gebauer et al., 2018; Reif & Bluestein, 2017, 2018; Stelten & Gallus, 2017; Y. Zhang et al., 62 

2019). Overall, surface topography changes the regional circulation, clouds and convection, and 63 

further impacts the radiative budget and the hydrological cycle over the topography and the 64 

surrounding regions. 65 

Although the topography was found to be important for clouds and convection, its consideration 66 

in objective atmospheric analysis has not been investigated. For example, the current constrained 67 

variational analysis algorithm (M. Zhang & Lin, 1997; M. Zhang et al., 2001) that is used to 68 

derive the large-scale forcing from the observational data collected at the Department of Energy 69 

(DOE) Atmospheric Radiation Measurement (ARM) research facility for modeling clouds and 70 

convection using single-column models (SCM), cloud-resolving models (CRM) and large-eddy 71 



simulations (LES) was designed for a cylindric atmospheric column using a pressure coordinate. 72 

This algorithm assumes a flat surface at the lower boundary with the surface pressure equal to 73 

the pressure at the center of the constrained variational analysis domain.  74 

The current constrained variational analysis has been applied on many field campaigns over 75 

different types of underlying surfaces such as ARM97 (Xie et al., 2002; Xu et al., 2002; M. 76 

Zhang et al., 2016), ARM0003 (Xie et al., 2005; Xu et al., 2005), the Mixed-Phase Arctic Cloud 77 

Experiment (MPACE) (Xie et al., 2006), the Tropical Warm Pool-International Cloud 78 

Experiment (TWPICE) (Xie et al., 2010), the Midlatitude Continental Convective Clouds 79 

Experiment (MC3E) (Xie et al., 2014), the Green Ocean Amazon experiment (GOAmazon) 80 

(Tang et al., 2016), etc., as well as continuously from 1999 to present at ARM’s fixed site at the 81 

Southern Great Plains (SGP) (Tang et al., 2019; Xie et al., 2004). These products are widely used 82 

in model simulation studies with SCM (see M. Zhang et al. (2016) for a complete review of 83 

SCM studies with the ARM forcing data) and with LES such as the DOE LES ARM Symbiotic 84 

Simulation and Observation Workflow (LASSO) (Gustafson et al., 2020) project for shallow-85 

cumulus clouds. Considering the importance of terrain, specifically the slope of terrain, on the 86 

large-scale atmospheric environment, it is important to investigate how sloping terrain would 87 

impact the derived large-scale forcing data and therefore the simulated cloud systems. In this 88 

study, we develop a new version of constrained variational analysis algorithm using a terrain-89 

following sigma (σ) coordinate to capture the effect of surface terrain and investigate the impact 90 

on the derived large-scale forcing fields and simulated shallow-cumulus clouds over SGP.  91 

The paper is organized as follows: Section 2 introduces the enhancement of constrained 92 

variational analysis from pressure-coordinate to sigma-coordinate; Section 3 shows a sensitivity 93 

study to investigate the impact of surface terrain on the derived large-scale forcing; Section 4 94 



further examines the impact of the slope-induced changes in the large-scale forcing on the 95 

shallow-cumulus clouds simulation in LES; Section 5 is the summary and discussion. 96 

 97 

2. Constrained Variational Analysis in Sigma-Coordinate 98 

The general idea of constrained variational analysis is to adjust the atmospheric state variables 99 

(u, v, s, q) to satisfy the following conservations of mass, water vapor, heat, and momentum 100 

within an atmospheric column: 101 
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where is dry static energy; E is surface evaporation; P is surface precipitation; Lv is 106 

latent heat of vaporization; LWP is cloud liquid water path; RTOA and RSFC are net downward 107 

radiations at the top of atmosphere (TOA) and surface, respectively; SH is surface sensible heat 108 

flux; f is the Coriolis parameter; is the unit vector in vertical direction; is geopotential, and 109 

is surface wind stress. Other variables (𝑔, 𝑉$&&&&⃗ , 𝑝, 𝑡, 𝑞)  are as commonly used in meteorology. 110 

Ice processes are ignored for simplicity. The terms on the right-hand-sides of the equations are 111 

constraint variables usually from observations measured at the surface or the TOA of the 112 

atmospheric column, while those on the left-hand-sides of the equations are vertical integrals 113 

from surface to TOA within the column.  114 
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The above equations are written in pressure coordinate, with the surface assumed at constant 115 

pressure. In sigma coordinate, vertical coordinate sigma (σ) is defined as  116 

𝜎 = #7##$%
#&'(7##$%

= #7##$%
8

         (5) 117 

where 𝜋 ≡ 𝑝()* − 𝑝%&' and 𝑝%&' is set as 100hPa in this study. For simplicity, we are not 118 

considering the momentum constraints in this study. The mass, moisture and energy constraint 119 

equations in sigma coordinate are written as: 120 
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Comparing to the constraint equations in pressure coordinate (Equations 1 to 3), the equations in 124 

sigma coordinate have similar format but with an additional variable 𝜋 and the change of vertical 125 

integration from dp to 𝑑𝜎. Therefore, the sigma-coordinate constrained variational analysis 126 

(𝜎CVA) is implemented based on the original code structure and numerical algorithm of the 127 

pressure-coordinate constrained variational analysis (pCVA). 128 

In the constrained variational analysis, the divergence terms (∇ ∙ 𝑉$&&&&⃗ , ∇ ∙ .𝑞𝑉$&&&&⃗ 0 and ∇ ∙ .𝑠𝑉$&&&&⃗ 0) are 129 

calculated as line integrals along the analysis domain using Green’s theorem. Therefore, only the 130 

terrain along the boundary of the domain (i.e., the slope), is considered in the revised constrained 131 

variational analysis algorithm (Figure 1). As the large-scale forcing fields represent the average 132 

of the analysis domain, sub-grid terrain variations within the domain cannot be resolved and are 133 

not the subject of this study.  134 



After performing the constrained variational analysis in sigma coordinate, the large-scale forcing 135 

fields are converted back into pressure coordinate for the purpose of comparing with original 136 

large-scale forcing data and driving SCM/CRM/LES: 137 
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In the next section we will investigate the terrain effects on the large-scale forcing using a set of 142 

sensitivity studies. 143 

 144 

3. Sensitivity Study on the Forcing 145 

We choose one month of continuous forcing data (doi: 10.5439/1273323) in July 2015 at SGP as 146 

a test case to examine the sensitivity to the surface slope. Over the SGP region, the slope angle is 147 

about 0.15° or 1/400 (Holton, 1967; Shapiro & Fedorovich, 2009) from west down to the east. In 148 

the experiment, four sets of terrains are designed as shown in Table 1. The 1x terrain is the actual 149 

terrain over SGP region, as shown in Figure 2a. The surface heights in 0x, 2x and -2x terrains are 150 

calculated by adding the domain-mean height and the height deviations from the domain-mean 151 

multiplied by 0, 2, and -2, respectively. Surface pressure is then calculated based on hydrostatic 152 

equation from surface height and surface temperature. Other surface variables such as surface 153 

temperature, moisture and winds are interpolated from the 3-D atmospheric fields into the level 154 

of the new terrain. The 3-D fields used in this study are obtained from the NOAA Rapid Refresh 155 



(RAP) analysis (https://rapidrefresh.noaa.gov/). For each terrain setup we perform two runs of 156 

constrained variational analysis: the “pCVA” run using the original algorithm released as version 157 

2 of continuous forcing (Tang et al., 2019; Xie et al., 2004), and the “𝜎CVA” run described in 158 

Section 2.  159 

3.1 Over flat surface 160 

Figures 3a and 3b show divergence field derived from pCVA and 𝜎CVA, respectively, over the 161 

flat (0x) surface. Figure 3c shows the difference between the two. Similar plots are also shown 162 

for pressure vertical velocity (omega), horizontal advection of dry static energy (s) and 163 

horizontal advection of moisture (q) in Figures 4, 5 and 6, respectively. There are differences 164 

seen in divergence and horizontal advections shown mainly at the upper levels between 100 and 165 

300 hPa (except for advection of q). Although the lower boundary conditions for pCVA and 166 

σCVA are the same for the flat surface design, we do not expect the two experiments to be 167 

exactly the same. The noticeable differences can come from the smoothing and adjustment 168 

processes used in the constrained variational analysis which is related to the atmospheric 169 

pressure. In sigma coordinate, the pressure at a given sigma level is not a constant value; this 170 

changes the weights of smoothing and adjusting. Therefore, the final large-scale forcing fields 171 

are slightly different in the sigma-coordinate system than in the pressure-coordinate system. This 172 

is confirmed in a sensitivity test that does not apply smoothing and uses constant adjustment 173 

weights. In this test, these noticeable differences in the upper troposphere disappear (not shown). 174 

Random errors during the iterations may also contribute to the adjustment differences. The 175 

differences are more prominent when the absolute values of the actual fields are large, since it 176 

usually requires large adjustments thus is easier to change. Overall, the differences of large-scale 177 



forcing data over flat surface are relatively small and have little impact on the forcing patterns 178 

(Figures 3-6 a and b). 179 

3.2 Sensitivity to different slopes 180 

Figures 3 d, g and j show the differences between divergence derived over different terrains and 181 

the divergence derived over 0x terrain using pCVA; those derived using 𝜎CVA are shown in 182 

Figures 3 e, h and k. Similar plots for omega, horizontal advection of s and horizontal advection 183 

of q are shown in Figures 4, 5 and 6, respectively. Due to the assumption of flat surface, pCVA 184 

is insensitive to the change of surface terrain, except at the lowest level above ground, where the 185 

surface variables are interpolated from upper-level fields to the designed terrain heights. When 186 

the surface pressure is changed due to the change of terrain design, the values of surface 187 

variables are also changed accordingly.  188 

For 𝜎CVA, although we only change the slope of the surface terrain, the entire profiles of the 189 

derived large-scale forcing are adjusted by the variational analysis. The vertical profiles of the 190 

atmospheric fields are from the RAP analysis based on the real surface terrain, which are the 191 

same for different terrain designs. However, when the surface slope is changed in the sensitivity 192 

study, the column-integrated budgets are also changed due to the different atmospheric thickness 193 

along the domain boundary. To close the budgets in the constrained variational analysis, the 194 

entire vertical profiles have to be adjusted based on the weighted least squares. The changes of 195 

adjustments for different surface terrain slopes in 𝜎CVA are related to the tilting of sigma 196 

surface and pressure surface, which decreases with height. At lower levels, the changes of 197 

adjustments show temporal oscillation diurnally, which is likely related to the diurnal oscillation 198 

of up/downslope wind (Figure 2c). More discussion on the relationship of the terrain-induced 199 

change of large-scale forcing and up/downslope wind will be given in Section 3.4. 200 



 201 

3.3 difference between pressure and sigma coordinates over terrain 202 

Figures 3 f, i and l show the differences of divergence from pCVA and 𝜎CVA over different 203 

terrains. Similar plots for omega, horizontal advection of s and horizontal advection of q are 204 

shown in Figures 4, 5 and 6, respectively. These differences are the sum of the differences due to 205 

the change of vertical coordinates discussed in Section 3.1, and the differences introduced by 206 

surface terrain discussed in Section 3.2. On average, the terrain effect dominants the differences 207 

seen between pCVA and 𝜎CVA, especially at the lower levels. Over SGP (1x), the overall 208 

difference between the large-scale forcing from pCVA and 𝜎CVA is 10% ~ 20%. It does not 209 

impact the overall structure of the large-scale forcing, and only has a very minor impact on the 210 

simulated clouds, as shown later. This indicates that pCVA and 𝜎CVA provide similar large-211 

scale forcing fields over regions with mild slope such as at SGP.  212 

3.4 Vertical structure of derived forcing fields 213 

The time-mean vertical profiles of these forcing fields from pCVA and 𝜎CVA are plotted in 214 

Figure 7. The profiles from pCVA over different terrains are almost identical and close to the 215 

𝜎CVA in 0x terrain, except for the lowest level above the surface. The small differences at the 216 

upper levels are due to weight differences and random errors discussed in Section 3.1, and the 217 

differences at the lowest level are due to the change of surface variables discussed in Section 3.2. 218 

𝜎CVA over different terrains differ prominently at the lower-levels below 700 hPa.  Divergence 219 

and omega differences are primarily seen below 800 hPa, where the prevailing wind is from the 220 

south or the east, which is upslope (Figure 2c). Over a sloping terrain, the pressure intervals at 221 

the upslope points are smaller than at the downslope points between the two iso-sigma levels. To 222 



ensure mass balance, stronger divergence and upward motion are forced, considering that the air 223 

cannot penetrate the lower boundary. The horizontal wind has a diurnal oscillation as shown in 224 

Figure 2c, which may be related to the oscillation of the forcing differences seen in Figures 3-6. 225 

The horizontal advections of s and q are adjusted mainly between 700 to 850hPa to maintain the 226 

column-integrated energy and moisture budgets. The adjustments are related to the tilting sigma 227 

surface at the boundary layer top, where the horizontal gradient of dry static energy and moisture 228 

along the sigma surface are relatively large because of large pressure difference. Overall, for the 229 

large-scale forcing data derived using 𝜎CVA, the terrain effect increases with increasing terrain 230 

slope, and the effect of the opposite terrain is reversed.   231 

 232 

4. Impact of Sigma-Coordinate-Based Forcing on Shallow-Cumulus in LES 233 

The terrain effect on the large-scale forcing discussed in the last section may further impact the 234 

simulation of clouds and convection when the forcing is used to drive SCM/CRM/LES. In this 235 

section we will use LES to investigate how the simulated clouds could be impacted by the 236 

inclusion or neglect of the terrain effect. Three shallow-cumulus case days in 18 May 2016 237 

(20160518), 11 June 2016 (20160611) and 19 July 2016 (20160719), are selected from the 238 

LASSO case library to test the LES sensitivity to the large-scale forcing produced with different 239 

coordinates and slope configurations.  240 

The model used for the LES sensitivity tests is Weather Research and Forecasting (WRF) model 241 

v3.8.1 (Skamarock et al., 2008) that includes LES-specific modifications such as flexible 242 

initialization, forcing ingestion, and extra outputs for traditional LES statistics (Endo et al., 243 

2015). The model configuration follows LASSO LES for 2016 case simulations (Gustafson et 244 

al., 2018). Physics parameterizations include the Thompson microphysics (Thompson et al., 245 



2008), Rapid Radiation Transfer Model for Global Climate Models (RRTMG) longwave and 246 

shortwave radiation (Iacono et al., 2008), and the 1.5-order turbulent kinetic energy subgrid-scale 247 

turbulence (Deardorff, 1980). The simulations use 100 m horizontal grid spacing within a 14.4 248 

km domain extent with doubly periodic lateral boundaries. The vertical grid spacing is 30 m up 249 

to 5 km height and stretches to 300 m near the model top at 15 km height. For each test case, the 250 

model is initiated at 1200 UTC (0600 local time) using the sounding launched at the ARM 251 

Central Facility, and runs for 15 hours to 0300 UTC of the next day (2100 local time). The 252 

simulated state variables are saved every 10 minutes. Statistics output including domain cloud 253 

fraction is based on sampling of simulated state variables every 30 seconds. The simulations use 254 

temporally varying vertical profiles of vertical advection of q and s based on omega and 255 

horizontal advections of q and s from the large-scale forcing datasets derived with the different 256 

vertical coordinates and surface slope configurations. The vertical coordinates for the forcing 257 

generation do not affect surface turbulent fluxes; thus, the same surface fluxes are prescribed for 258 

all sensitivity simulations.   259 

4.1 difference of forcing and clouds between pressure and sigma coordinates  260 

We first examine the large-scale fields from the forcing datasets for the three selected cases. 261 

Figure 8 shows the large-scale relative humidity (RH) and the forcing fields from 𝜎CVA over 262 

the actual terrain, and Figure 9 shows the differences of these fields between 𝜎CVA and pCVA. 263 

The spatial patterns of these fields from pCVA are similar to those from 𝜎CVA (not shown), so 264 

the ranges of colorbars in Figure 9 are smaller than in Figure 8. All the three test cases show 265 

similar relative humidity fields but different large-scale circulation structures. All the relative 266 

humidity fields have a peak at 800 – 900 hPa, and show time variations associated with daytime 267 

evolution of the boundary layer. The 20160518 case has strong westerly wind at the upper levels 268 



and easterly wind at the lower levels (Figure 8a), corresponding to upper-level downslope wind 269 

and lower-level upslope wind over SGP. As discussed in Section 3.4, to maintain the mass 270 

balance in 𝜎CVA over terrain, the omega field shows weaker downward motion at the lower 271 

levels and stronger downward motion at the upper levels, considering the omega difference in 272 

Figure 9d is about 2 to 4 mb/hour and the actual omega in Figure 8d is in the order of 10 273 

mb/hour. The 20160611 and 20160719 cases have much weaker upper-level winds and moderate 274 

lower-level southerly winds. Since the slope contour line is primarily northeast-southwest 275 

(Figure 2), when the horizontal wind turns from southwesterly (parallel to the slope contour) to 276 

southerly (upslope) at around 1800 UTC (Figure 8b and 8c), the wind is more upslope and the 277 

𝜎CVA produces weaker lower-level downward motion to ensure mass balance (Figure 9e and 278 

9f). The terrain-induced lower-level upward motion anomaly is limited below 800hPa (~1.5km 279 

above ground level (AGL)). As seen later, this is below the cloud base and does not directly 280 

impact the LES-simulated clouds.  281 

Figure 10 shows the time-height cross section of cloud fraction of the three cases from the ARM 282 

Active Remote Sensing of Cloud Locations (ARSCL, doi: 10.5439/1350630) product and from 283 

the LES simulations using large-scale forcing from pCVA and 𝜎CVA, as well as the differences 284 

between the two simulations. Overall, LES well captures the timing, location and evolution of 285 

the observed shallow cumulus clouds, with differences of cloud fraction possibly due to the 286 

mismatch of sampling scales (ARSCL data are fraction of clouds detected by point 287 

measurements in 4-second frequency while LES data represent fraction of clouds in the model 288 

domain in 30-second frequency, both averaged in 10 minutes). The cloud fraction differences 289 

from pCVA and 𝜎CVA simulations are relatively larger for the 20160518 case than the other 290 

two cases. This is partly because the 20160518 case has the larger terrain-induced large-scale 291 



forcing differences than the other two cases (Figure 9 d, e and f), and partly because the cloud 292 

base for the 20160518 case is between 0.4 – 1.2 km in the morning, which is within the levels of 293 

large terrain-induced upward anomaly or reduced subsidence. The reduced subsidence decreases 294 

the suppression of boundary layer deepening and moistening, thus favors the formation of 295 

shallow cumulus clouds. For the 20160611 and 20160719 cases, the cloud bases are above the 296 

levels of large terrain-induced large-scale forcing as shown before, therefore the simulated 297 

clouds are less impacted. Overall, for all the three cases the simulated cloud structures and 298 

evolution are not impacted by the use of large-scale forcing from pCVA and 𝜎CVA. This 299 

indicates that the flat-surface assumption in the pCVA is good enough to produce reasonable 300 

large-scale forcing data for the shallow cumulus cases at the SGP site. 301 

4.2 sensitivity to different terrains 302 

Figure 11 shows the time-averaged (1200 – 0300 UTC) vertical profiles of large-scale forcing 303 

fields derived from pCVA and 𝜎CVA for 0x, 1x, 2x and -2x terrains for the three cases. The 304 

major fields impacted by the surface terrain is horizontal divergence and omega. Consistent with 305 

the July 2015 case discussed in Section 3, the large-scale forcing from pCVA is insensitive to the 306 

terrain change, and that from 𝜎CVA is monotonically responding to the terrain change (forcing 307 

difference increases with increasing terrain slope, and reverses with opposite terrain). Among the 308 

three cases, the 20160518 case is more sensitive to the terrain, due to its stronger up/downslope 309 

wind (Figure 8a). The 20160611 and 20160719 cases are much less sensitive to the terrain, 310 

especially at the levels above 3 km (~700 hPa). The terrain effect on the large-scale forcing is 311 

highly related to the wind blowing up/downslope, as discussed in Section 3.4. For more 312 

information, the time evolution of the large-scale forcing fields with different terrain 313 

configurations for the three cases are shown in Figure S1-S12. 314 



Figure 12 shows the time-averaged vertical profiles of liquid water content (LWC) and cloud 315 

fraction, as well as time series of 0-3 km integrated cloud liquid water path (LWP) and cloud 316 

fraction for the 20160518 case. The simulated cloud properties are consistent with the large-scale 317 

forcing changes due to the different terrains. The major differences in LWC and cloud fraction 318 

occur between 0.4 to 2 km, with the strongest upward motion anomaly (2x terrain) having the 319 

largest LWC and cloud fraction, and the strongest downward motion anomaly (-2x terrain) 320 

having the smallest LWC and cloud fraction. The large LWC and cloud fraction of -2x terrain 321 

simulation near 2 km (~760 hPa) may be related to the large vertical gradient in temperature 322 

advection at this level, which increases the stratification of the atmosphere and prevents the 323 

vertical development of the clouds. In the timeseries, the cloud fraction has large differences 324 

before 1900 UTC (1300 local time). During this period, the simulated cloud is low (below 1km) 325 

and thin (a couple hundred meters deep) therefore it is very sensitive to the forcing change. In the 326 

afternoon, the clouds rise to the levels with smaller terrain-induced forcing, so that the sensitivity 327 

to the terrain-induce forcing reduces. This indicates the complexity and nonlinearity of the cloud 328 

response to the large-scale forcing. 329 

Figures 13 and 14 show same cloud variables for the 20160611 and 20160719 cases, 330 

respectively, but the timeseries are based on integration from 0-5 km. The cloud fractions are 331 

almost identical for the forcing with different terrain configurations, while cloud LWC and LWP 332 

are slightly different and not monotonically responding to the surface terrain slopes. The much 333 

smaller sensitivity to terrain in these two cases comparing to the larger sensitivity in 20160518 334 

case may come from two reasons: 1) much weaker up/downslope wind causes smaller terrain-335 

induced changes in the large-scale forcing; 2) clouds form at the higher levels where there are 336 

small forcing differences, therefore the larger changes in the forcing below the clouds do not 337 



directly impact the cloud properties. The time-height evolution of simulated cloud fraction is 338 

given in Figures S13-15 as supplemental information. 339 

 340 

5. Summary and Discussion 341 

Surface terrain is an important boundary condition that alters the atmospheric circulation and 342 

impacts the initiation and evolution of clouds and convection. However, the surface is assumed 343 

as flat in the constrained variational analysis method that is currently used in ARM to derive the 344 

large-scale forcing fields for driving SCMs/CRMs/LESs. To take into account the terrain effect 345 

in the constrained variational analysis algorithm, we replaced the current pressure-coordinate 346 

system with a terrain-following sigma coordinate system so that the slope of the underlying 347 

surface is considered. We also investigated the impact of the terrain on the derived large-scale 348 

forcing through a sensitivity study by artificially changing the slope of the terrain. We have 349 

shown that: 350 

1. The terrain impact on the forcing is strongly controlled by the up/downslope wind. 351 

2. The terrain impact is stronger at lower levels, where the tilting of sigma surface and 352 

pressure surface is large. 353 

3. The terrain impact is stronger for steeper slope. 354 

4. When the slope reverses, the terrain-induced forcing change also reverses. 355 

This study has shown that the impact of terrain slope can be well-captured by the proposed 356 

sigma-coordinate constrained variational analysis. However, the new method is still unable to 357 

capture the sub-grid terrain variation within the analysis domain. This issue could be partially 358 



addressed by carefully designing the analysis domain to avoid possible impacts from sub-grid 359 

terrain variability. 360 

The forcing data derived from the original and the new methods are tested using LES model. 361 

Although the impact of terrain on the large-scale forcing is monotonic, the simulated clouds 362 

show more complex responses. In the three shallow-cumulus cloud cases we examined, the 363 

20160518 case shows more linear response while the 20160611 case and 20160719 case show 364 

more nonlinear responses. We have found that the strength of up/downslope winds and the 365 

altitude of the cloud layer impact the sensitivity of shallow-cumulus clouds simulation. The 366 

shallow-cumulus cloud cases tested in this study are primarily locally driven with weak large-367 

scale forcing. For rainy cases, precipitation is the strongest constraint for the derived large-scale 368 

forcing in the constrained variational analysis. The terrain effect on the large-scale forcing and 369 

the corresponding model simulations may be relatively smaller. This is subject to future study. 370 

It is worthwhile noting that, over a flat surface, the forcing fields from the two methods only 371 

have small differences. These differences could be considered as uncertainties in the forcing 372 

fields introduced by the smoothing and adjustment processes implemented in the constrained 373 

variational analysis, and it is difficult to make the judgement which version should be more 374 

trusted because we do not have observed forcing fields to verify them. Since the overall 375 

differences between these two forcing datasets are quite small, it will not cause a big issue in 376 

using either methods to drive cloud models over a region where the surface is flat. With the mild 377 

slope at the SGP region, the terrain-induced forcing change is ~ 10% to 20% of the actual forcing 378 

magnitude, which only has a small impact on the overall forcing pattern. As shown in the LES 379 

tests, the difference in the simulated cloud with the two forcing datasets is much smaller than 380 

that between model and observations. The relatively small difference suggests that the current 381 



large-scale forcing datasets from the original constrained variational analysis is reliable for SGP. 382 

However, when a research area has a steeper slope, we anticipate the flat-surface assumption 383 

may cause larger biases on the derived large-scale forcing fields, which may further impact the 384 

simulation of clouds and convection. The recently completed ARM field campaign, Cloud, 385 

Aerosol, and Complex Terrain Interactions (CACTI), has been conducted in an area with a much 386 

steeper slope with a slope angle of about 1/40, which is 10 times of the slope over SGP. We plan 387 

to derive large-scale forcing fields using both the original and new algorithms for CACTI and 388 

investigate the performances of the two types of forcing data on deep convective systems over 389 

steep terrain in the future.  390 

 391 
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Tables 543 

Table 1: Setup of different slopes of terrain. 544 

 545 

  546 

Terrain Description 

0x Surface height at all boundary points equal to the domain-mean value 

1x Surface heights at all boundary points are the surface heights in reality 

2x The difference between surface height and the domain-mean height doubles 

-2x The difference between surface height and the domain-mean height doubles and reverses 



Figure Captions 547 

 548 

Figure 1: Schematic plot for the constrained variational analysis over slope terrain. The twelve 549 
red circles along the edge of the domain represent the surface location of vertical profiles used in 550 
the constrained variational analysis (the boundary of the cylinder). 551 

Figure 2: Surface (a) altitude and (b) pressure over the SGP region and (c) upper-level wind 552 
directions in July 2015. Surface pressure is averaged in July 2015. Black dots in (a) and (b) 553 
represent the center and boundary of the variational analysis domain. 554 

Figure 3: divergence from (a) pCVA under 0x terrain and (b) 	𝜎CVA under 0x terrain, and the 555 
divergence differences (c) between pCVA and 𝜎CVA under 0x terrain, (d, g, j) between different 556 
terrains and 0x terrain in pCVA, (e, h, k) between different terrains and 0x terrain in 𝜎CVA and 557 
(f, i, l) between 𝜎CVA and pCVA under different terrain configurations. 558 

Figure 4: same as Figure 3 but for omega 559 

Figure 5: same as Figure 3 but for horizontal advection of s 560 

Figure 6: same as Figure 3 but for horizontal advection of q 561 

Figure 7: time-average vertical profiles of (a) divergence, (b) omega, (c) horizontal advection of 562 
s and (d) horizontal advection of q in July 2015. solid lines are from 𝜎CVA, while dashed lines 563 
are from pCVA. The standard errors of forcing from 𝜎CVA 0x terrain are shown as shading. 564 
Different colors represent different terrain configurations. 565 

Figure 8: Large-scale (a,b,c) relative humidity and horizontal wind, (d,e,f) omega, (g,h,i) 566 
horizontal advection of s and (j,k,l) horizontal advection of q for the three LASSO cases. Local 567 
time is UTC-6. 568 

Figure 9: Similar to Figure 8 but for the differences between pCVA and 𝜎CVA. 569 

Figure 10: (From top to bottom): cloud fractions from ARSCL observations, LESs using pCVA-570 
based forcing, LESs using 𝜎CVA-based forcing and the differences between the 𝜎CVA- and 571 
𝑝CVA-based simulations for the real terrain (1x) setup. The three columns from left to right are 572 
for three cases of 20160518, 20160611 and 20160719, respectively. Local time is UTC-6. 573 

Figure 11: time-average vertical profiles of (from up to bottom) divergence, omega, horizontal 574 
advection of s and horizontal advection of q for (from left to right) 20160518, 20160611 and 575 
20160719. Solid lines are simulations using 𝜎CVA-based forcing, while dashed lines are 576 
simulations using pCVA-based forcing. Different colors represent different terrain 577 
configurations. 578 

Figure 12: (a) 12-27 UTC (6-21 local time) averaged vertical profiles of liquid water content, (b) 579 
12-27 UTC (6-21 local time) averaged vertical profiles of cloud fraction (the peak of observed 580 
cloud fraction is ~0.144), (c) 0-3km averaged time series of liquid water path, and (d) 0-3km 581 
averaged time series of cloud fraction for the 20160518 case. solid lines are using 𝜎CVA-based 582 



forcing, while dashed lines are using pCVA-based forcing. Observation in liquid water content 583 
(a) is not available.   584 

Figure 13: similar as Figure 12 but for 20160611 case and the timeseries plots (c and d) are 585 
averaged between 0-5km. The peak of observed cloud fraction in (b) is ~0.263. 586 

Figure 14: similar as Figure 12 but for 20160611 case and the timeseries plots (c and d) are 587 
averaged between 0-5km.  588 
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